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Abstract-Degradation of device parameters over the lifetime of a 
system is emerging as a significant threat to system reliability. 
Among the aging mechanisms, wearout resulting from NBTI is of 
particular concern in deep submicron technology generations. To 
facilitate architectural level aging analysis, a tool capable of 
evaluating NBTI vulnerabilities early in the design cycle has been 
developed. The tool includes workload-based temperature and 
performance degradation analysis across a variety of 
technologies and operating conditions, revealing a complex 
interplay between factors influencing NBTI timing degradation. 

I. INTRODUCTION
With transistor dimensions continuously shrinking in the 

nanoscale regime, traditional assumptions that transistor 
parameters will remain bounded by a certain margin will no 
longer be adequate for the reliability requirements in future 
technology generations. One the most prominent and 
persistent reliability concern for future CMOS technology is 
NBTI [1-8], which has the potential to increase the threshold 
voltage (Vth) of the pMOS device by up to 50mV over a ten 
year period. This can result in a reduction of circuit speed by 
more then 20% or, in extreme cases, cause functional failure 
[9, 10].  

The traditional methodology for extending circuit 
lifetimes is to design the circuit to reliably operate under the 
worst case conditions.  This has led to a variety of techniques 
to increase the lifetime of microprocessors such as speed 
binning, burn-in testing and employing the use of guardbands*.
However, in future technologies, such techniques may not be 
suitable for ensuring lifetime reliability requirements in future 
devices [11]. 

The growing concern of device failure due to NBTI has 
prompted a significant effort on the part of the research 
community to model NBTI’s short-term and long-term effects. 
As a result, many researchers have begun to analyze these 
effects at the gate and circuit level in order to enable the 
evaluation of larger circuit structures [2, 8, 12]. Nevertheless, 
an approach which can analyze NBTI at the microarchitectural 
level has yet to evolve. In this paper a comprehensive 
approach to high-level aging estimation, dubbed New-Age, is 
introduced to enable the assessment of a microarchitecture and 
to provide an indication of its lifetime in the presence of NBTI. 

The New-Age framework ties together a functional 
simulator, gate-level simulator, analog simulator, and state-of-

* Guardbanding is a technique where the operating frequency is reduced in 
order to overcome any degradation that might be incurred over the lifetime of 
the circuit. 

the-art device models, in conjunction with timing and 
power/temperature analysis tools, to perform a comprehensive 
analysis of a circuits timing after NBTI's effects have been 
considered for varying workloads. In this work the capabilities 
of the New-Age framework are demonstrated by evaluating the 
lifetime of two designs, (a) pipeline stages of an out-of-order 
superscalar processor and (b) sub-components found within 
arithmetic logic units (ALUs). The capabilities of the New-Age 
framework include workload-based power, temperature, and 
performance degradation analysis, detailed path analysis, and 
the ability to evaluate designs across upcoming technology 
nodes.  

The remainder of this paper is organized as follows: A 
summary of related work is presented in Section 2, a 
background on NBTI is given in Section 3, the New-Age 
framework is introduced in Section 4, case studies are 
presented in Section 5, and the concluding remarks are given 
in Section 6. 

II. RELATED WORK
The physics behind NBTI and its underlying phenomena has 

been widely investigated by researchers for many years, with 
more recent work appearing in [1, 3-8]. This includes the 
emergence of NBTI studies and modeling for combinational 
and sequential circuit elements, along with memory elements. 
In [2, 12] Wang, et. al performed a study of NBTI on both 
sequential and combinational circuits, developing gate-level 
models based on the Berkeley Predictive Technology Model 
(PTM) [13]. The impact of NBTI on the performance 
degradation and SNM loss of SRAM cells was studied in [14]. 
In addition to understanding the underlying causes of NBTI, 
and its effects at both the physical and circuit level, work has 
also been done to improve a circuit’s lifetime when faced with 
NBTI degradation. Authors in [15] studied the impact of 
NBTI on logic circuits and proposed mitigation techniques.  
NBTI aware synthesis was proposed in [16] to reduce the 
effect due to NBTI. Finally, the authors in [17] proposed a 
method to identify the critical gates and strengthen them. In 
addition, at the micro-architectural level, authors in [18] 
introduce techniques  to reduce NBTI effects of structures 
found within microprocessors. 

III. PRELIMINARIES 
A. NBTI Overview

 Negative-bias-temperature instability (NBTI) is a result of 
the continuous generation of traps at the Si/SiO2 interface of 
the pMOS transistor. The interaction between inversion layer 
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holes and hydrogen passivated Si atoms breaks Si – H bonds 
created during the oxidation process, creating interface traps 
and neutral H atoms. These new H atoms can then form H2
molecules, which either diffuse away from the interface 
through the oxide or can anneal an existing trap. The general 
physical mechanism of NBTI is explained quantitatively 
through the reaction-diffusion model. 
 From a circuit standpoint this translates to the degradation 
of the pMOS transistor when its gate voltage is negative, or its 
input is “0”. This effect is exacerbated by the fact that the Si – 
H bonds begin to break more easily over time leading to the 
pMOS device becoming more vulnerable to these physical 
effects. Broken bonds that do not anneal act as interface traps 
and result in an increase in the threshold voltage (Vth) of the 
transistor. This effectively causes a slowdown in the speed of 
the pMOS transistor, leading to reduced performance over 
time within digital circuits. In addition, NBTI is of greater 
concern as technology scales due to higher operating 
temperatures and the use of thin-oxides. 

B. Device Model (Reaction-Diffusion) 
NBTI can be described as the generation of interface 

charges (Nit) at the Si/SiO2 interface. This process is described 
through the Reaction-Diffusion (R-D) model which consists of 
two critical steps: 

(1) Reaction: The Si-H bonds at the Si/SiO2 interface are 
broken under vertical electrical stress. Consequently, interface 
charges are induced, which cause an increase of Vth. Given the 
initial concentration of the Si-H bonds, i.e., N0, and the 
concentration of the inversion carriers, i.e., P, the generation 
rate of Nit is given by [3]: 

( )0
it

F it R H it
dN k N N P k N N
dt

= − − (1) 

With continued reaction, two H atoms combine to generate a 
H2 molecule. The concentration of H2, i.e., 

2HN  is: 

2

2
H H HN k N= (2) 

(2) Diffusion: The reaction generated species diffuse 

away from the interface toward the gate, driven by the 
gradient of the density. This process influences the balance of 
the reaction and is governed by: 

2

2
H H

H
dN d ND

dt dx
= (3) 

 By integrating these two steps together, we can solve the 
models for Vth increases (ΔVth), for both static and dynamic 
NBTI, as shown in Table 1, where A and Kv are functions of 
the vertical electrical field (T) and the carrier concentration (C 
= exp (-Ea/kT)/T0), respectively; , 1 and 2 are constant 
parameters.  
 There are also several fitting parameters in the model 
which are responsible for the degradation under various 
temperatures. These fitting parameters in the model may 
change from one technology to another, but they are relatively 
insensitive to local process variations at the transistor level. 
More details on the R-D model along with experimentally 
validated results can be found in [12]. 

 Using Vth, as computed by the R-D model, a first-order 
approximation for the propagation delay of the gate (Td) can 
be given by [19]:

0 1 2d th lT a a V a C= + ⋅ Δ + (4) 
Where ao is the intrinsic delay of the gate without NBTI 
degradation, a1 and a2 are constants, and Δ Vth is the 
degradation due to NBTI in the pMOS transistor. Given that a 
gate can have multiple pMOS transistors, the NBTI 
degradation of each of the transistors can be different based on 
their inputs. Because characterizing the gate delay capturing 
these differences can become exceedingly time consuming 
two corner cases are considered. The first calculates the 
circuit’s timing degradation where the Δ Vth is based on the 
least-most degraded PMOS transistor. The second considers 
the most degraded PMOS transistor in the gate to determine 
the circuit’s timing. The constants in the above equation are 
obtained through HSPICE circuit simulations which are used 
to create a library of primitive cells.  Each of the gates within 
the cell libraries have their nominal and degraded timing 
characterized for various temperatures, supply voltages, and 
across several technology nodes (65, 45, and 32 nm). 

IV. AGING ASSESSMENT
The evaluation of NBTI stress on modern microprocessor 

architectures requires an integrated framework that consists of 
architectural simulation, gate level timing analysis, and pre-
characterized gate libraries. In this section, an approach to 
synthesis-level evaluation is presented, 

Figure 2 depicts the complete framework, including New-
Age, when configured for microarchitectural studies, tying 
together the basic New-Age analysis tool and the 
microarchitectural simulation framework. The separation of 
the analysis toolflow from the microarchitectural design and 
simulator allows for other microarchitectural simulators to be 
integrated without requiring any major changes to the overall 
framework.  

Fig. 1. The Dissociation of Si-H bonds at the Si/SiO2 interface 
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 In order to simulate the aging due to NBTI, the New-Age
analysis tool requires several parameters, such as operating 
conditions (temperature, voltage, and time ranges), the 
technology node, and the design files (HDL or a specified 
netlist of the design). In addition, input value probabilities are 
needed for determining a gate’s input switching used to later 
determine degradation of a particular gate in the netlist.  

Using the operating conditions and specified technology 
the tool begins by performing library characterization if 
needed. These custom cell libraries are created automatically 
for the various operating conditions using the first-order 
approximation to gate delay and NBTI models as described in 
Section III. The cell libraries contain nominal cells with gate 
delays obtained by setting Δ Vth = 0 in equation (4) to serve as 
a baseline and degraded cells with gate delays based the 
appropriate Δ Vth resulting from the gates input probabilities. 
It is important to note that since library characterization can be 
time consuming it is only carried out with newly specified 
operating conditions, technologies, or changes to the 
degradation models. Therefore, for subsequent runs of a 
design, the libraries do not need to be re-characterized each 
time.  

Following cell library creation, the tool then performs 
synthesis if HDL of the component is received. Synthesis is 
performed using the cells with nominal delay to produce a 
netlist of the desired component. If a netlist is specified, 
synthesis is skipped and the tool proceeds immediately to 
propagating the top level switching probabilities to the internal 
nodes of the netlist. As a result of signal probability 
propagation, two netlists for aging analysis are created 
corresponding to the lower and upper bounds for NBTI 
vulnerability. For the lower bound analysis, the static 
probability for each of the inputs of a gate is set to correspond 
to that of its least stressful input, the input with the smallest 
static probability of 0. Similarly, for the upper bound analysis, 
each of the inputs of a gate corresponds to that of its most 
stressful input, the input with the highest static probability of 0. 

This results in three final netlists corresponding to the 
baseline non-degraded design, the worst case design, and the 

best case design. The best-case netlist assigns probabilities to 
the gate’s input which minimizes the delay through a 
particular gate. Conversely, the worst-case netlist assigns 
probabilities to the gate’s input which maximizes the delay 
through a particular gate. The netlists corresponding to the 
baseline non-degraded design and the worst case and best case 
aged designs are fed to Synopsys Primetime to perform static 
timing analysis using the custom cell libraries. The timing 
analysis reveals the increase in critical path of the circuit as 
well as the reduction of slacks in the non-critical paths. In 
some cases our analysis revealed the emergence of a new 
critical path (a non-timing critical path changing to a critical 
path) due to aging. 

 As shown in Figure 2 the static signal probabilities of the 
internal nodes and the gate temperature are obtained using a 
hybrid simulator consisting of the Illinois Verilog Model  
(IVM), a cycle-accurate register transfer level (RTL) model of 
the processor and Simplescalar  [20], a functional simulator. 
The RTL model is used for monitoring the static probabilities 
of the signals at each of the internal nodes of a circuit while 
the functional simulator is used for accelerating the 
architectural states to desired sample points for fast simulation 
speeds. The RTL model augments the IVM to capture the 
switching probabilities of all the nodes in the design. The 
switching activity is translated to input state probability as 
well as used for power estimation. The power estimates along 
with the architectural layout are fed to a thermal estimation 
tool, Hotspot 4.0 [21], to estimate the temperature. Once all 
the operating conditions and input state probabilities have 
been obtained they are then provided to New-Age to perform 
the final aging analysis of the design. 

Separating the framework in this way enables the 
simulation of different architectural configurations and 
application suites while easily allowing for alternative 
simulators and architectures to be used. Further, it permits the 
exploration of changes in temperature and voltages. These 
features can be useful for evaluating the NBTI degradation in 
conjunction with circuit and architectural support designed for 
other constraints such as power consumption. 

V. EXPERIMENTAL RESULTS
In this section, New-Age is used to carry out NBTI aging 

analysis for two designs. First, the New-Age simulation 
framework is targeted at a processor architecture similar to 
that of the Alpha 21264 [22] and the AMD Athlon [23]. The 
processor architecture is based on the IVM, a synthesizable 
cycle-accurate register transfer level (RTL) model [24]. 
Within the IVM several pipeline stages are examined for 
NBTI vulnerabilities. In the study, workload driven analysis, 
including impacts of temperature, voltage, and technology 
scaling on NBTI-induced degradation are performed. Second, 
several sub-components found within a typical ALU have 
their lifetimes evaluated. 

A. Evaluation of Processor Pipeline 
 This section provides the evaluation of the Illinois 
Verilog Model (IVM), a superscalar, dynamically-scheduled 

Fig. 2. NBTI Microarchitectural Assessment Framework 

5A-4

457
Authorized licensed use limited to: Tsinghua University Library. Downloaded on July 09,2010 at 08:33:10 UTC from IEEE Xplore.  Restrictions apply. 



pipeline which executes a subset of the Alpha instruction set.  
The IVM consists of several pipeline stages which are detailed 
in [24]. Within the IVM, the NextPC, Fetch, Decode, and 
Rename stages are considered for vulnerability analysis. 
Within those stages memory structures were removed and 
replaced with the corresponding activity traces to overcome 
limitations due to the synthesis tools. Each of the stages was 
evaluated for NBTI under several conditions including 
temperature, supply voltage, and over technology generations. 
The SPEC2000 benchmark suite [25] was used for providing 
workloads for processor evaluation.†
 Fig. 3 depicts the average NBTI-induced delay 
degradation found through New-Age for the IVM pipeline 
stages at the 65nm technology node after 10 years of operation. 
Also reported from the analysis are the best- and worst-case 
delay degradation ranges as described in Section 4. The results 
show that at 65nm Fetch1 undergoes 3.5% degradation on 
average while Fetch2 (the highest temperature unit) sees only 
3%. Average workload-dependent temperature results for 
these stages have also been reported and are shown in Fig 3. 
This graph highlights that a +/- 2.5% variation in temperature 
leads to no visible correlation between a structures 
temperature and its corresponding degradation. For example, 
Fetch1 which reports the lowest temperature surprisingly has 
the highest amount of degradation. Alternatively, NextPC, 
which has an elevated temperature due to its location in the 
floorplanned design, experiences the least amount of 
degradation of all the structures. This implies that while 
temperature is an important parameter for contributing to the 
transitors Vth shifts, an accurate NBTI characterization tool 
must take into account factors, such as input switching, that 
also contribute to the degradation of the circuit.  
 In addition to performance degradation and temperature 
analysis the New-Age framework further allows for more in-
depth analysis of a given circuit. This includes critical path 
analysis before and after degradation effects are considered. 
This is a fundamentally important aspect of the tool because it 
was recently found in [17] that critical and sub-critical paths 
are those which typically define the critical path after 
degradation effects are included in the delay measurements. 
Using New-Age it is possible to analyze these paths for the 

† Traces from four representative benchmarks are presented for clarity: Art, 
Bzip2, Crafty, and Mesa.

pipeline stages in a given microarchitecture and determine 
how structures are affected across multiple applications. 

New-Age Predictive Analysis
New-Age also includes several features which can be used 

to assist circuit designers determine the vulnerability of their 
designs to various conditions. These features allow for 
degradation analysis of circuits under various supply voltages, 
technology nodes, and temperatures. 
 (1)Effects Due to Supply Voltage: A common design 
technique to reduce power consumption is using multi-Vdd, a 
technique where circuits operate at several lower supply 
voltages within the same chip. In addition to helping reduce 
temperatures, reducing the supply voltages also affects the 
amount of NBTI degradation a circuit undergoes. Fig. 4 (a) 
shows the maximal performance degradation due to NBTI for 
the Fetch1 stage as the supply voltage is reduced from 1.1V to 
0.8V operating at several temperatures, for the 65nm node.  
 It can be observed that a decrease in supply voltage can 
help mitigate the performance degradation for a range of 
temperatures. In all pipeline stages there was approximately 
30%, 50%, and 70% improvements in the amount of 
performance degradation as voltage scaled from 1.1V to 0.8V.  
 (2) Technology Scaling: Fig. 4 (b) and (c) show the 
NBTI degradation results for the seven pipeline stages for 
45nm and 32nm technologies respectively with technology 
dependent parameters scaled according to recent projections 
by ITRS [26]. The results from New-Age show that Fetch0 
now exceeds the degradation of Fetch1, with performance 
degradation reaching 7.5% and 23.5% for 45nm and 32nm 
technologies respectively. In addition, the results also show a 
disproportionate increase in the amount of performance 
degradation for the Fetch0 and Fetch1 stages over the other 
stages as technology scales down from 45nm to 32nm. Fig. 
4(e) explains these results. Fig. 4(e) depicts the change in 
critical path delay for each of the pipeline stages delay as 
technology scales across several of the benchmarks, with the 
delay being normalized to 65nm. Included in the 
measurements are the effects of scaling on a stages power 
density and temperature, used in conjunction with updated cell 
libraries for each technology, to account for changes in the 
corresponding gate delays. The graph also shows the 
proportion of NBTI degradation superimposed onto the delay 
of each structure. This shows that as technology scales, the 
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baseline critical path delays change non-uniformly from one 
stage to the next and, in most cases, decrease when compared 
to the previous technology. At the same time, the amount of 
delay due to NBTI increases as technology scales, resulting in 
certain structures becoming more sensitive to NBTI 
degradation. This is what is observed for the Fetch0 and 
Fetch1 stages. As technology scaled these two structures had 
critical path delays which significantly reduced, while 
simultaneously they had NBTI delays which increased the 
most. This resulted in those two structure’s performance 
degradations being increased up 23.5% and 18% respectively 
overall.  

(3)Effects Due to Temperature: Fig. 4 (d) shows timing 
degradation of the Fetch1 stage across various degradation and 
operating temperatures, and with different technologies. This 
graph assumes that for the first 50% of the circuits lifetime (5 
out of 10 years) the circuit is operating at one temperature 
undergoing degradation (along the x-axis, denoted degradation 
temperature) while for the remaining period of its lifetime it is 
operating at another temperature (along the y-axis, denoted 
operating temperature). This demonstrates how temperature 
can exacerbate NBTI-induced timing degradation when 
extremes in temperature are considered. This differs from the 
temperature results seen so far, where small variations in 
temperatures are shown across structures, but peek 
temperature and hotspot phenomena are absent. These results 
indicate that purely reducing peak operating temperatures may 

not be adequate for achieving longer lifetimes. For example, at 
32nm, even when the Fetch1 stage only reaches temperatures 
between 30°C to 50°C during its lifetime, the circuit still 
undergoes significant timing degradation in the range of 10% - 
15%.  This implies that other techniques need to be explored 
which can further help reduce the effects of NBTI, such as 
supply voltage scaling and supply gating.   
B. Evaluation of ALU Sub-Components 

In this section, several of the common components which 
make up an ALU are investigated for NBTI vulnerabilities. 
Here we demonstrate the frameworks ability to quickly 
analyze different designs under a variety of operating 
conditions. For this experiment the main microarchitectural 
simulator is removed and the New-Age tool is supplied with 
HDL of custom implementations of several adders, multipliers, 
and shifters ‡ . For demonstration purposes the operating 
temperature was set at 100°C, and results were gathered for 
65nm, 45nm, and 32nm technologies. 

 (1) Performance Degradation: The performance 
degradation of ALU components is depicted in Figure 5. with 
results shown for a constant circuit operation of 10 years. 
Adders and multipliers have a similar amount of performance 
degradation, with less than a +/- 3% variation amongst them, 
while the log shifters did not follow this trend and instead had 

‡ 16/32-bit Brent Kung and Kogge Stone adders; 4/ 8,/16 array, and 9x9 
Booth multipliers;  4/ 8/16 parallel multipliers;  16/ 32/64 bit log-shifters.
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different amounts of degradation depending on the operand 
size (i.e. 16, 32, or 64 bits). The critical paths of the log shifter 
were further examined and it was found that this resulted from 
changes in the critical path and how it affected the input value 
probabilities at the internal nodes. In particular, the 16- and 
32-bit shifter had the same gate sequence on the critical path. 
However, between these two circuits the switching at the 
internal nodes was not the same, ultimately leading to 
differences in performance degradation. After performing a 
more in-depth analysis of the paths within each log shifter it is 
possible to conclude that the 32-bit shifter is more vulnerable 
to NBTI-induced failure then the 16-bit shifter. The 64-bit log 
shifter proved to be even more vulnerable where the gate 
sequence, critical path length, and internal node switching 
changed.  

VI. CONCLUSIONS
 This work has introduced New-Age, an aging assessment 
framework which has the capability of examining arbitrary 
microarchitectural components and evaluating them for 
performance degradation. Its use was demonstrated on two-
case studies. First, New-Age is used to examine several 
pipeline stages of a superscalar processor under various 
operating conditions and benchmark behaviors for NBTI-
induced aging. Second, the effects of NBTI on common ALU 
components were investigated and evaluated. 
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